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1 Executive Summary  

This report deals with updating the kinetic mechanism for H2/O2 combustion and extending radiation models 

suitable for high H2O content furnace atmospheres. Deliverable 1.3 is a summary of the work carried out in 

Task 1.4 of HyInHeat project. The mechanism scheme and radiation models from this report will be used for 

the development of efficient simulation platforms in Task 2.3 of HyInHeat, and this efficient simulation 

platform will be used to perform both Reynolds averaged Navier-Stokes (RANS) and Large Eddy Simulations 

(LES) for turbulent H2/O2 and H2/air flames for real application environments. 

The present document is subdivided into two parts. Part I deals with the validation of the H2/O2 combustion 

kinetic mechanisms, while part II focuses on radiation modelling and heat transfer for engineering (by 

performing RANS) and high-fidelity simulations (by applying LES). Outlines for these two parts are given 

below. 

Part I: H2/O2 combustion kinetics 

The motivation and necessity of H2/O2 combustion mechanism development is first introduced. Laminar 

Burning Velocity (LBV) [1] can be used for kinetic mechanism validation. Aiming at an H2/O2 combustion 

environment, available LBV measurements and state-of-the-art chemical kinetic mechanisms are presented. 

Then the experimental and simulation methods for LBV are introduced, and following this, the experiments 

and simulation results under broad combustion conditions are analysed and discussed. Based on a 

comparison of simulation results and measurements, a suitable mechanism for H2/O2 combustion is 

suggested in closing. 

Part II: Radiation modelling and heat transfer for engineering (RANS) and high-fidelity (LES) simulations 

In this part, thermal radiation modelling is reviewed. The most used modelling approaches for the radiation 

heat transfer equation and the gas absorptivity are assessed in order to find a suitable model to describe 

thermal radiation in high-temperature processes with natural gas–hydrogen mixtures and oxyfuel 

combustion. One of the goals is to define the most appropriate model to be implemented in Alya [2], the multi-

physics code developed at the Barcelona Supercomputing Center, to perform the LES simulations. The 

decision is based on the literature review and the results from evaluating various models in RANS simulations 

of a high-temperature combustion system based on a lab-scale furnace available at the IOB laboratory at 

RWTH Aachen University. 

 

Objectives and subtasks 

This report aims to provide an updated chemical kinetic mechanism and gas radiation models for H2/O2 

turbulent combustion simulations at lab-scale and industrial process levels. To this end, the following 

subtasks are fulfilled: 

• Measure laminar burning velocities 

• Obtain combustion instability maps 

• Establish an updated kinetic scheme  

• Revise approaches in the RANS framework: to allow efficient simulation of radiative heat transfer 

• Extend radiation models to be used in the LES framework 

• Evaluate the prediction quality of radiation models and computational effort 
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2 H2/O2 Combustion Kinetic Mechanisms 

2.1 Introduction 

Due to its multiple advantages like carbon-free, cleanliness, renewability, high heating value per mass unit, 

and high energy efficiency, hydrogen has become one of the most promising fuels for decarbonizing industrial 

combustion. However, utilizing hydrogen also comes with some challenges such as a lack of flame stability, 

the possibility of flashbacks, high flame temperatures, and high NOx emission levels. Effectively addressing 

these challenges and precisely predicting the described phenomena in practical application requires an 

accurate combustion mechanism for H2/O2.  

2.1.1 Background 

As summarized in the extensive literature, hydrogen combustion differs greatly from conventional 

hydrocarbon fuels. For instance, the level of adiabatic flame temperature is around 150 K higher compared 

to CH4 and C3H8 with the same stoichiometry. The increasing adiabatic flame temperatures associated with 

higher H2 contents in fuel mixtures may lead to higher thermal NOx emissions. A highly efficient and 

environment-friendly utilization of H2 in industrial heating application appears to be oxy-combustion, where 

the fuel or oxidant flows are diluted with a large amount of exhaust gas. Reducing N2 content or excluding N2 

from the combustion process decreases NOx emissions. In addition, oxy-combustion is beneficial in fuel 

saving and capacity increasing [3]. Eliminating the nitrogen from the oxidizing mixture decreases the flue gas 

volume significantly, decreasing the heat loss from the flue gas. As hydrogen gains increasing attention as a 

clean energy carrier, oxy-combustion emerges as a promising approach to maximize its benefits across 

various industrial sectors while minimizing environmental impacts. 

2.1.1.1 Kinetic mechanism development 

Efficiently developing clean combustion technologies for hydrogen benefits from Computational Fluid 

Dynamics (CFD), which is very important to evaluate the safety of both facilities and operators and to 

optimize H2 combustion performance. Particularly, CFD models depend on accurate H2/O2 kinetic 

mechanisms to model high-temperature chemical processes. However, as H2 oxy-combustion involves higher 

temperatures than air combustion, existing air-combustion kinetics may not apply accurately. Discrepancies 

in reaction pathways, rate constants, and third-body effects can undermine predictive performance. To 

enhance modelling accuracy, an updated kinetic mechanism is essential to address uncertainties in rate 

coefficients and missing reactions in the context of hydrogen combustion. 

The rapid development of fuels’ chemical kinetic mechanisms has been witnessed in the past several decades. 

A number of mechanisms were proposed for H2 combustion, also. Owing to the satisfactory kinetic database 

for H2/air combustion, the optimization of mechanisms is a viable method for developing a better combustion 

model for O2-enriched environments. Mechanism optimization is a process that involves a systematic search 

of parameter values of the combustion model to achieve the best possible reproduction of a selected set of 

experimental results. In most studies, rate parameters are modified in this way. In principle, thermodynamic 

and transport parameters can also be included in an optimization task, but changing the values of these 

parameters within their uncertainty ranges usually has a much smaller effect on simulation results than the 

rate parameters itself. 

Regarding the experimental data for kinetic mechanism validation, comprehensive experimental data were 

either measured or collected from literature, including laminar burning velocity, ignition delay times, and 

species concentration profiles. These types of experimental data, called indirect measurements or bulk 

measurements, have been widely used to validate detailed reaction mechanisms. 

2.1.2 State of the art  

Laminar Burning Velocity (LBV) as a fundamental flame metric is of particular importance since it provides 

information on the overall reactivity and can be used to constrain uncertainties of chemical models or as a 

scaling factor in turbulent combustion models [1]. In some literature, LBV is alternatively referred to as 

laminar flame speed. The experimental methodologies for fundamental flame speed determination involve 

flames that are either stationary, including conical, flat, and counter-flow flames or they are propagating with 
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respect to a quiescent unburned mixture like Spherically Expanding Flames (SEF) [4]. Out of these 

methodologies, the SEF, either as a dual chamber concept with fixed pressure or as a single chamber concept, 

offers flexibility in terms of varying  initial pressures, temperatures, and gas compositions [5]. 

2.1.2.1 Availability of LBV measurements for H2/O2/N2 mixtures 

The availability of H2 LBV burning in different O2-containing oxidizers is reviewed to understand the state-

of-the-art. Table 2- 1 lists the existing measurements for LBV of H2 burning in pure oxygen. Dixon-Lewis et 

al. [6] measured the LBV of H2/O2 mixtures using SEF method. Experiments were conducted at 1 bar and a 

wide range of equivalence ratio from 0.85 to 5.3 was investigated. Zitoun et al. [7] studied LBV of rich H2/O2 

mixtures, with a focus of the impact of initial temperature on LBV. Due to inaccuracies caused by compression 

effects and exceptionally high expansion ratios at low temperatures (100 K to 300K), Bunsen Burner (BB) 

method was employed. Jahn et al. [8] and Warnatz et al. [9] also used the BB method to measure LVB of H2/O2 

mixtures. Clearly, these data are very scarce, and most are out of date. Considering their uncertainties might 

be not comparable to the recent experiments’, measurements with high reliability are required.  

Table 2- 1 Summary of literature data of H2 LBV burning with pure O2. 

Author Fuel Method 𝒙𝑶𝟐
 Φ p (bar) T (K) 

Chen et al.[10] 
(2022) 

H2 SEF1 100% 0.5, 0.8, 1.0,1.5/ 0.8, 
1.0, 1.5/1.5; 

0.1,0.3,0.5/1/1.2,1.5; 298 

Dixon-Lewis et 
al. [6] (1984) 

H2 SEF 100% 0.85, 1.30, 1.68,  
2.23, 3.20, 5.30 

1 293 

Zitoun et al. [7] 
(1997) 

H2 BB2 100% 1,2,3,4,5 1 293 

Jahn et al. [8] 
(1934) 

H2 BB 100% 1,2,3,4,5 1 293 

Warnatz et al. 
[9] (1979) 

H2 BB 100% 1,2,3,4,5 1 293 

1 SEF: Spherically expanding flame  
2 BB: Bunsen burner 

H2 LBVs under O2-enriched environment and air environment are summarized in Table 2- 2 and Table 2- 3, 

respectively. Yang et al. [11] measured the LBV of H2/O2 mixtures with equivalence ratios ranging from 0.3 

to 2.5 at initial pressures of 0.25 to 1 bar. It is worth noting that although this investigation studied the 

influence of O2 content (from 24.4% to 48.78%), they introduced either He or CO2 as a diluent, which is 

different from the combustion environment concerned in Task 1.4, namely the oxidizer of O2 and N2. 

Compared with pure O2 and O2-enriched conditions, measurements under air-combustion are quite 

abundant. 

Table 2- 2 Summary of literature data of H2 LBV under O2-enriched environment. 

Author Fuel Method 𝒙𝑶𝟐
 Φ p (bar) T (K) 

Yang et al. [11] 
(2017) 

H2 SEF 48.7% 2.5 0.25, 0.38, 0.50, 
   0.62, 0.75, 0.87, 1 

295 

Yang et al. [11] 
(2017) 

H2 SEF 38.6% 2.5 0.25, 0.38, 0.50, 
   0.62, 0.75, 0.87, 1 

295 

Yang et al. [11] 
(2017) 

H2 SEF 38.17% 0.3 0.25, 0.38, 0.50, 
   0.62, 0.75, 0.87, 1 

295 

Yang et al. [11] 
(2017) 

H2 SEF 25% 0.3 0.25, 0.38, 0.50, 
   0.62, 0.75, 0.87, 1 

295 

Yang et al. [11] 
(2017) 

H2 SEF 24.4% 0.3 0.35, 0.38, 0.45, 
0.50, 0.55, 0.58, 

   0.67, 0.75, 0.87, 1 

295 

Yang et al. [11] 
(2017) 

H2 SEF 100% 0.3 0.25, 0.31 0.38, 0.44, 
0.50, 0.62, 0.75, 0.87, 

1 

295 
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Table 2- 3 Summary of literature data of H2 LBV burning in air. 

Author Fuel Method 𝒙𝑶𝟐
 Φ p (bar) T (K) 

Alekseev[12] 
(2015) 

H2 SEF 21% 0.4-0.5 1 298 

Dayma [13] 
(2014) 

H2 SEF 21% 0.5/1/1.7/3/0.5-4 0.2-2/ 0.2-1.3/0.2-
1.7/0.3-3/1 

303 

Krejci [14] 
(2013) 

H2 SEF 21% 0.5-5 1, 5, 10 298 

Kuznetsov [15] 
(2012) 

H2 SEF 21% 0.25-2/1/2 1/0.2-1/0.2-1 298 

Hu [16] (2009) H2 SEF 21% 0.6-4.5 1 303 

Burke [17] 
(2009) 

H2 SEF 21% 0.6-5.5 1 298 

Over 20 Authors H2 SEF 21% 0.2-7 0.2-3 295-
303 

There is only one recent study regarding H2 LBV burning with pure O2. Other available data are out of date 

and less reliable to be used for the mechanism validation. One reason behind this is that at large O2 content, 

flame temperature is enhanced, flame stability is weakened, and flame propagates faster, and all these 

changes cause significant challenges for the measurements. It can be seen that under air combustion 

condition, a wide range of equivalence ratios has been measured and the initial pressure varies from 0.2 to 

10 bar. Data are available under quite broad combustion conditions for air-combustion. However, as O2 

content increases, LBV measurements were only conducted either for a mixture with an equivalence ratio 

away from the stoichiometry or under a lower initial pressure. 

 

Figure 2- 1 explicitly displays a number of reported measurements under different equivalence ratios and O2 

content. Again, data for air-combustion are abundant compared to the O2-enriched and O2-reduced 

combustion, and this phenomenon is more apparent when eliminating old data prior to 2000, as shown in 

Figure 2- 2. H2 LBV measurements with high O2 content are extremely limited, and some of them were not 

measured using SEF method. H2/O2 flames exhibit high stretch-ability and strong non-equilibrium 

characteristics. Any flame configuration used for LBV measurement should subject the flame to a well-

defined stretch rate, i.e., a rate that is uniformly distributed over the surface associated with the LBV. 

Specifically, SEF method offers distinct advantages over alternative methodologies due to its simple flame 

configuration, well-defined flame stretch rate, and flexibility in accommodating various initial conditions. 

 

Figure 2- 1 Existing data as function of Φ and xO2 
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Figure 2- 2 Existing data as function of Φ and xO2 with modifications (data prior to 2000 are neglected) 

2.1.2.2 Availability of H2/O2 combustion mechanisms  

Various kinetic mechanisms for the numerical investigation of H2/O2 combustion already exist in the 

literature. These range from pure hydrogen mechanisms to detailed kinetic mechanisms, which include, apart 

from the hydrogen-related kinetics, various other gaseous and liquid fuels. Such detailed mechanisms may be 

used to describe fuel blends consisting of carbon monoxide, methane, ammonia, and hydrogen. The 

overarching aim is the evaluation of recent kinetic mechanisms based on experimental laminar burning 

velocity data for H2/O2 obtained in this project and also found in literature. Additionally, a suitable detailed 

kinetics mechanism for H2/O2 combustion should additionally be able to describe mixtures with methane 

(CH4) and/or ammonia (NH3).  

The development of recently published kinetic mechanisms is predominantly based on already existing base 

mechanisms from literature. Two frequently used base mechanisms are Hong et al. [18] and Burke et al. [19] . 

Hong et al. [18] have developed an optimized hydrogen mechanism that incorporates updated reaction rates 

from measurements of shock tube experiments, resulting in improved rates, particularly for high 

temperatures. The mechanism has been validated against a wide range of experimental data, including 

ignition delay times, speciation measurements from flow reactors and flames, and laminar burning velocities 

[18]. The kinetic mechanism for hydrogen developed by Burke et al. [19] has also been validated using a wide 

range of experiments. The main focus in developing this mechanism was to minimize the discrepancy between 

simulation and experiments using existing mechanisms describing flames especially at dilute mixtures and 

high pressures [19].  

In addition, the less recent but still commonly used GRI-Mech 3.0 mechanism [20] is considered in this work. 

This mechanism was developed for natural gas combustion and includes hydrogen kinetics. The mechanism 

was optimized to accurately predict various combustion properties.  

The two most recent available detailed mechanisms, mechanism of Langer et al. (referred to ITV mechanism 

below) [21] and mechanism from Galway (NUIG mechanism, to be officially published), were built on the work 

of Burke et al. [19] . In particular, ITV mechanism is mainly based on Burke et al. [19], whereas NUIG is from 

both Hong et al. [18] and Burke et al. [19].  

However, these base mechanisms can also be found in other mechanisms such as those of Sun et al. [22], 

CRECK [23], and SanDiego [24] in terms of hydrogen kinetics, which can be used to describe the combustion 

of Syngas. In this context, special attention should be drawn to the mechanism by Varga et al. [25], as it is the 

most recent optimized mechanism regarding H2/Syngas kinetics. Further kinetic models in that regard are 

listed in Table 2- 4 . 

NUIG mechanism, a detailed kinetic model developed for combustion kinetics of several surrogate fuels, was 
extensively validated over laminar burning velocities and ignition delay times of pure H2 as well as several 
blends including H2/CO, H2/CH4, H2/CH3OH, H2/NH3 over a broad range of conditions. For H2, burning 
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velocities were validated for a wide spectrum of conditions, such as pressures spanning from 1 to 20 atm, 
equivalence ratios ranging from 0.2 to 5 and a temperature of 298 K. Ignition delay times were validated 
against both high-temperature data obtained from shock tube experiments and low-temperature data 
measured in a rapid compression machine. The conditions encompassed temperatures from 877 K to 2000 K, 
pressures ranging from 1 to 250 atm, and equivalence ratios between 0.1 and 2. 

The ITV mechanism is a detailed chemical kinetic model for Polycyclic Aromatic Hydrocarbon (PAH) 

chemistry that builds on a chemical kinetic mechanism for gasoline surrogates by Langer et al.[21]. Informed 

by ab initio and experimental studies, the mechanism development emphasizes the prediction of soot 

precursors starting from C3H4 isomers up to the size of acepyrene. The ITV mechanism was validated against 

experimental measurements from 79 publications, including ignition delay times, laminar burning velocities, 

and speciation data for several fuels in various conditions. In addition, since the ITV mechanism includes the 

H2/O2 kinetic mechanism developed by Burke et al. [19], the predictions for hydrogen combustion are 

expected to be broadly consistent.  The Burke mechanism [19] is validated against a wide range of 

experimental conditions, including those found in shock tubes, flow reactors, and laminar premixed flame.  

Table 2- 4 Mechanism literature review. 

Name Year Ref. Species Reactions H2 CH4 NH3 CO 

GRI-Mech 3.0 1999 [20] 14 52 X (X6) - - 
Hong et al. 2011 [18] 10 62 X - - - 

Burke et al. 2011 [19] 13 54 X - - - 

NUIG  2023 [-]1 11 58 X (X) (X) (X) 
ITV 2022 [21] 13 56 X (X) (X) (X) 

SanDiego 2016 [24]2 57 268 X X - X 
Konnov 2019 [26]3 15 150 X - - - 

CRECK (Syngas) 2020 [23] 21 116 X  - - X 
Mei et al. 2021 [27] 34 477 X - X - 
Sun et al. 2022 [28] 44 525 X - - x 

NUIG 1.1  2020 [29] 16 80 X (X) (X) (X) 
NUIG 1.3 2023 [-]5 9 56     

1 Last kinetic mechanism regarding H2-chemistry (to be officially published) 
2 Further literature: Sánchez et al., 2014 [30] 
3 Further literature: Konnov, 2015 [31] 
4 Both NUIG 1.1 & C3 [32] have identical H2-chemistry 
5 Further developed kinetic mechanism of NUIG 1.3 (not officially published) 
6 Not available 

2.2 Methodology and procedures 

2.2.1 Experimental method for laminar burning velocity 

For the burning velocity measurements, the ITV schlieren setup from Figure 2- 3 is used in this project. The 

setup consists of a spherical combustion chamber with an inner diameter of 100 mm. The outer region of the 

propagating flame is imaged using a Schlieren setup with two field lenses. A pulsed high power LED emitting 

green light is used together with a high-speed CMOS camera. Images are captured with acquisition rates up 

to 100,000 frames per second and a resolution of more than 10 pixels per mm. The optical system, which will 

henceforth be referred to as the optical method, includes an aspherical condenser lens, three spherical lenses, 

and two pinholes. The images were corrected for lens deforming effects during post-processing. 

The mixture is prepared in a separate 1.35 L vessel using the partial pressure method. After evacuation of the 

combustion vessel and the tube network from residual gases using a separate vacuum pump, the fuel-air 

mixture is fed from the premixing tank into the combustion chamber and the desired initial condition p0, T0 is 

set. After sufficient resting time and once the set-point ignition pressure remains steady, the mixture is 

centrally ignited by a two-step coil and capacitor ignition system, providing spark energies up to 5 J. The spark 

is discharged via extended spark plug electrodes with diameters of 1 mm and a gap of 2 mm between the 

electrode tips. 
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Figure 2- 3 Experimental setup for flame burning velocity measurements. 

In common, the stretched propagation speed with respect to the burnt mixture 𝑠𝑏  can be determined by the 

derivative d𝑟𝑓/d𝑡. The flame stretch rate 𝜅 is defined as the temporal change of a flame surface area 𝐴 [33]. 

In case of an outwardly expanding spherical flame front, 𝜅 can be expressed as  

𝜅 =  
1 𝑑𝐴

𝐴 𝑑𝑡
  =   

2 𝑑𝑟𝑓

𝑟 𝑑𝑡
 . 

(2- 1) 

The response of flames to weak stretch has been analysed on the basis of asymptotic theory. The burnt gas 

Markstein length Lb can be described as 

𝑠𝑏
𝑂  −  𝑠𝑏  =  ℒ𝑏𝜅 , 

 
(2- 2) 

where 𝑠𝑏
0 is the unstretched laminar burning velocity with respect to the burnt mixture (hereafter referred to 

as the linear method, LM) [34]. 

Apart from LM, additional extrapolation techniques have been proposed to capture the nonlinear behaviour 

for various reasons. The first reason is the non-linear behaviour of small flames at high stretch rate. Secondly, 

non-linear effects occur at low stretch for large flames with Lewis numbers significantly away from unity. 

These effects were discussed for varying fuels, e.g., hydrogen, methane, and n-heptane, especially for very 

lean/rich mixtures at ambient conditions [35]. 

Besides LM, in the present study, a common non-linear model is utilised to extract 𝑠𝑏
0  and ℒ𝑏  , hereafter 

referred to as the non-linear method (NM). This technique has been discussed by Halter et al. [36] and is given 

as 

(
𝑠𝑏

𝑠𝑏
0)

2

ln (
𝑠𝑏

𝑠𝑏
0)

2

=  −
2ℒ𝑏𝜅

𝑠𝑏
0  . (2- 3) 

It is based on an earlier work of Ronney and Sivashinsky [37]. A least-squares fit is applied to obtain the 

unknown parameters, 𝑠𝑏
0 and ℒ𝑏  for LM and NM. For completeness, Kelley and Law [38]  proposed a slightly 

more accurate method for NM using an analytical solution based only on the temporal evolution of the flame 

radius. Chen [39] showed by data analysis from 1D spherically expanding flame simulations that depending 

on the mixture Lewis number, either NM for small or a non-linear model proposed by Frankel and 

Sivanshinsky  [40] for large Lewis numbers is favoured. The latter model, under the assumption of large flame 

radii, shows a linear change with flame curvature. Kelley et al. [41] relaxed the quasi-steady assumption of Eq. 
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(2- 3). They incorporated an unsteady term already noted by Ronney and Sivashinsky [38] in form of an 

expansion. Recognising that differences among the aforementioned models start from the second-order 

inverse power of 𝑟𝑓 , Wu et al. [42] proposed an extrapolation equation with a free parameter on the second-

order term, which relies on experimental data to describe the curvature. Liang et al. [43] identified the 

important role of finite flame thickness on highly stretched flames. They adopted the finite flame thickness 𝛿0 

expression into the extrapolation. This is similar to Eq. (2- 3), except for an additional term corresponding to 

the finite flame thickness. 

1 Frankel and Sivashinsky:
𝑠𝑏

𝑠𝑏
0  = 1 − ℒ𝑏

2

𝑟𝑓
 (2- 4) 

2 Kelley et al.: 
𝑠𝑏

𝑠𝑏
0  [1 +

2ℒ𝑏

𝑟𝑓
+

4ℒ𝑏
2

𝑟𝑓
2 +

16ℒ𝑏
3

3𝑟𝑓
3 + 𝑜5 (

ℒ𝑏

𝑟𝑓
)] = 1 

 

(2- 5) 

3 Wu et al.: 
𝑠𝑏

𝑠𝑏
0  = 1 −

2ℒ𝑏

𝑟𝑓
+

𝐶

𝑟𝑓
2 (2- 6) 

4 Liang et al.:(
𝑠𝑏

𝑠𝑏
0  +

2𝛿0

𝑟𝑓
) ln (

𝑠𝑏

𝑠𝑏
0  +

2𝛿0

𝑟𝑓
) =  −

2(ℒ𝑏−𝛿0)

𝑟𝑓
 (2- 7) 

Finally, the unstretched laminar burning velocity in the unburned, denoted by 𝑠𝐿  , is obtained by applying mass 

conservation: 

𝑠𝐿 = 𝜌𝑏/𝜌𝑢𝑠𝑏
0  (2- 8) 

The densities in burned 𝜌𝑏  and unburned 𝜌𝑢 are obtained from equilibrium calculations. 

2.2.2 Simulation method for laminar burning velocity 

The following governing equations describe unstretched laminar premixed steady flames: 

d𝜌𝑣

d𝑦
= 0, (2- 9) 

ρ𝑣
d𝑌𝑘

d𝑦
+

d𝑗𝑘

d𝑦
− 𝑚𝑘̇ = 0,  𝑘 ∈ 𝒮, (2- 10) 

ρ𝑣𝑐𝑝

d𝑇

d𝑦
−

d

d𝑦
(λ

d𝑇

d𝑦
) + 𝑞Ṙ + ∑ 𝑗𝑘𝑐𝑝,𝑘

d𝑇

d𝑦
𝑘∈𝒮

+ ∑ ℎ𝑘𝑚𝑘̇

𝑘∈𝒮

= 0. (2- 11) 

The thermal equation of state for ideal gases is added to this set of differential equations, 

𝜌 =
𝑝𝑀

𝑅𝑇
. 

 

(2- 12) 

In Eqs. (2- 9)–(2- 12), 𝑦 denotes the independent spatial coordinate, 𝒮 = [1, 𝑛s] is the set of species indices, 

𝑛s  is the number of species, 𝜌  is the density, 𝑣  is the velocity, 𝑐𝑝  is the mixture-averaged specific heat at 

constant pressure, 𝑇 is the temperature, 𝜆 is the mixture’s thermal conductivity, 𝑞Ṙrepresents the net effect 

of radiation computed using the assumption of the “optically thin” limit [44] [45] [46], 𝑝 is the pressure, 𝑅 is 

the universal gas constant, and 𝑀  is the mixture’s molar mass. 𝑌𝑘 , 𝑚𝑘̇ , ℎ𝑘, 𝑐𝑝,𝑘,  and 𝑗𝑘   are the species mass 

fraction, the mass-based production rate, the specific enthalpy, the specific heat, and the species flux of 

species 𝑘, respectively. The species fluxes and the thermal conductivity are evaluated with a multi-component 

transport model [47, 48] model that accounts for the Soret effect. The boundary conditions at the origin, 𝑦 =

0, are  

𝝆𝒗(𝒀𝒌 − 𝒀𝒌,u) + 𝒋𝒌 = 𝟎,  𝒌 ∈ 𝓢, 
(2- 13) 

𝑻 − 𝑻u = 𝟎, 
(2- 14) 

and the boundary conditions at the end of the computational domain 𝑦 = 𝐿d, are 

d𝒀𝒌

d𝒚
= 𝟎,  𝒌 ∈ 𝓢, 

 

(2- 15) 

d𝑻

d𝒚
= 𝟎, (2- 16) 
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where 𝑌𝑘,u  and 𝑇u  are the given mass fractions and the temperature of the unburned gas, respectively. Ld 

must be large enough to ensure vanishingly small derivatives.  

The system of non-linear coupled algebraic equations obtained by discretizing Eqs. (2- 9)–(2- 16) was solved 

in FlameMaster version 4.4.0 [49] employing Newton's method. The simulations used a grid of at least 1000 

points, and the numerical results were found to be independent of the grid resolution and the chosen 

tolerances. The mass flux 𝜌𝑣   was determined as an eigenvalue, which was then used to compute the 

unstretched laminar burning velocity 𝑠𝐿  using the density at the origin (𝑦 = 0). 

2.3 Results and discussion 

2.3.1 LBV measurements 

As reviewed in section 2.1.2.1, H2 LBV measurements in an O2-enriched environment are very limited. In this 

report, measurements for both H2/Air combustion and oxy-combustion were conducted, and the 

experimental measurement matrix is shown in Table 2- 5. Regarding oxy-combustion, two O2 enhanced 

oxidizers are investigated, namely 35 vol% and 60 vol%, to cover medium and higher O2 contents. A wide 

range of equivalence ratios was considered, from 0.5 to 2.5, ranging from lean to rich combustion. 

Atmospheric, low and high pressures were considered, with a range of 0.5 to 3 bar. All the experiments were 

performed at an initial temperature of 298 K. 

Table 2- 5 H2 combustion conditions investigated in this work. 

O2 content in the oxidizer (%) Equivalence ratio Initial pressure (bar) 

21 0.5, 0.8, 1.0, 1.5, 2.0, 
2.5 

0.5, 1, 3 
 

35 0.5, 0.8, 1.0, 1.5, 2.0, 
2.5 

0.5, 1, 3 
 

60 0.5, 0.8, 1.0, 1.5, 2.0, 
2.5 

0.5, 1, 2 

 

For flames in air, images were recorded at 40 kHz, and a square view region was selected to cover the 

complete flame circle. Figure 2- 4 shows how the spherical flame propagates at different times. 

    
(a) 

R= 0.27 cm 
t=0.1 ms 

(b) 
R= 1.15 cm 

t=0.3 ms 

(c) 
R= 1.55 cm 

t=0.5 ms 

(d) 
R= 2.15 cm 

t=0.6 ms 

Figure 2- 4 Sequence of Schlieren images from a hydrogen/air flame at standard conditions (298 K, 1 atm) 
and an equivalence ratio of 1. 

At higher oxygen concentrations, as flames propagate faster, field of view was sacrificed to increase the image 

rate to 100 kHz. The flame radius was extracted in the vertical direction, as shown in Figure 2- 5. 
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(a) 

R= 0.21 cm 
t=0.1 ms 

(b) 
R= 0.88 cm 

t=0.2 ms 

(c) 
R= 1.43 cm 

t=0.3 ms 

(d) 
R= 2.11 cm 

t=0.4 ms 

Figure 2- 5 Sequence of Schlieren images from a hydrogen flame with an oxidizer O2/N2 ratio of 60/40. Initial 
conditions are 298 K and 1 atm and an equivalence ratio of 1. 

The measured LVB of H2 under various equivalence ratios are presented in Figure 2- 6, and the effects of O2 

content in the oxidizer and initial pressure are displayed in Figure 2- 6 (a) and Figure 2- 6 (b), respectively. 

The laminar burning velocity increases with rising O2 concentration. At Φ=0.5, raising O2 content in the 

oxidizer from 21% to 35% increases the flame speed threefold. Further increase in oxygen content from 35% 

to 60% increases LBV of H2 by 2.3. At Φ=1.0, LBV of H2 at 35% oxygen content is 1.7 times higher than that 

burning in air, and increasing O2 content from 35% to 60% leads to another 1.5 times enhancement. On the 

far rich side, for instance at Φ=2.5, LBV is increased by factors of 1.6 and 1.4 when raising O2 content from 

21% to 35% and 35% to 60%, respectively. 

  

Figure 2- 6 Laminar burning velocity results over equivalence ratio at various oxidizer compositions and 
different initial pressures. The initial temperature is 298 K. 

In addition, stable flames are observed for all measured conditions when the equivalence ratio Φ is greater 

than 1.5. On one hand, oxygen enrichment in the mixture increases the stability of the propagating flame; on 

the other hand, an increase of initial pressure reduces the stable flame regime. 

2.3.2 H2/O2 chemical kinetic model evaluation 

  
Figure 2- 7 Laminar burning velocity of H2/air mixtures at 298 K and 1 atm. 

(a) Base mechanisms (b) Detailed mechanisms 

(a) (b) 
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The comparison of the numerically determined LBV of the investigated kinetic mechanisms at standard 

conditions (298 K and 1 atm) shows that for both Burke [19] and GRI-Mech 3.0 [20], there is a very good 

agreement with the experimental data. Hong [18] model shows an increased underprediction of the LBV with 

enrichment. In addition, the ITV and NUIG mechanisms exhibit reasonable agreement, although the NUIG 

slightly underpredicts the data. 

A variation in increasing oxygen contents is undertaken to further evaluate the chosen kinetic models’ 

performance. Comparison of experimental data and corresponding computed results is shown in Figure 2- 8. 
Based on this figure, it can be stated that the basic models increasingly underpredict the experimental LBV 

with increasing O2 content, Figure 2- 8 (a), (c), and (e). In particular, it can be seen here, that the GRI-Mech 

3.0 [20] predicts higher LBV than Hong [18] and Burke [19], which both show decreasing differences in their 

predictions with increasing oxygen content. The NUIG mechanism predictions exhibit excellent agreement 

with the experimental data. As O2 content increases, the differences between ITV and NUIG predictions 

increase, with the ITV mechanism increasingly underestimating LBV.  

Therefore, the NUIG mechanism is identified as the best-performing model for predicting LBV at standard 

pressure and temperature, and across oxygen contents.  

  

  

  
Figure 2- 8 Laminar burning velocities of H2 burning in with varying O2 contents at 298 K and 1 atm. 

 

(a) 298 K /1 bar/ 35% O2 (b) 298 K /1 bar/ 35% O2 

(c) 298 K /1 bar/ 60% O2 

 

(d) 298 K /1 bar/ 60% O2 

(e) 298 K /1 bar/ 100% 

O2 

(f) 298 K /1 bar/ 100% O2 
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3 Radiation modelling and heat transfer for engineering (RANS) 
and high-fidelity (LES) simulations 

3.1 Introduction  

The steel and aluminium industries are high-energy consumers due to their numerous high-temperature 

processes. These processes usually involve heating materials from room temperature to the required 

temperature for further processing in the production line. The energy for the heating process comes from 

fuel combustion in one or multiple burners installed in the furnace. Chemical reactions convert the fuel 

chemical energy into thermal energy in the high-temperature flue gases. This energy is then transferred 

inside the furnace through different mechanisms. The flue gases convey energy to the load (heating process) 

and the furnace walls through convection and radiation. Meanwhile, the heated walls emit radiation toward 

the furnace interior while some energy is transferred through the walls by conduction and dissipated to the 

furnace surroundings. The energy reaching the load is spread through conduction, and as the load heats up, 

it emits radiation back into the furnace. The dominant heat transfer mechanism depends on the temperature 

of the heating process. Convective heat transfer prevails below 600°C, while radiation becomes predominant 

above 800°C and may represent over 80% of the total energy transfer to the load for a process temperature 

over 900°C [50]. Consequently, accurately modelling radiation heat transfer in Computational Fluid 

Dynamic (CFD) simulations is crucial for correctly designing and evaluating of high-temperature processes. 

A description of the models to account for thermal radiation simulations to be carried out in HyInHeat is 

described next. To choose the most suitable model for LES (Large Eddy Simulations), the models are first 

applied in the frame of RANS (Reynolds Averaged Navier-Stokes) simulations. Based on the relationship of 

cost and accuracy for the specific furnaces and burners under study a thermal radiation model will be finally 

chosen for the LES. 

3.2  Radiative heat transfer equation and gas absorptivity  

Thermal radiation is a heat transfer mode that consists of the transmission of heat through the propagation 

of electromagnetic waves or streams of photons. Since such propagation occurs at the speed of light, its 

transmission can be considered instantaneous with regards to any other phenomenon occurring in the flow, 

and can even propagate in the vacuum. Therefore, regarding the time scales of the flow, it can be considered 

that thermal radiation is heat transfer mechanism that transmits energy instantaneously between two distant 

points.  

Radiation shows spatial and directional dependences as well as a strong dependence on the wavelength or 

wavenumber. Consequently, it hinges on at least six independent variables, namely, three for position, two 

for direction, plus the wavenumber. 

The radiative energy can be absorbed, transmitted, reflected or scattered and emitted. Therefore, 

considering a surface (for walls) or volume (for fluids) element the ratio of the absorbed, transmitted, 

reflected or scattered energy with regards to the incident energy allows to define the absorption ( 𝜅 ), 

transmission (𝜏 ), reflection (𝜌 ) or dispersion (𝜎𝑠  ) coefficients, respectively. The sum of the absorption and 

dispersion coefficients in a fluid is called the extinction coefficient (𝛽). If the extinction coefficient is different 

to zero then the medium is said to be participating. 

With regards to the emitted energy, it is maximum for a black body (a body that absorbs all the radiation it 

receives) with a spectral dependence described by Planck’s law. The ratio of the emitted energy by a (gray) 

body and a black one at the same temperature is the emissivity 𝜀. It can be shown that emissivity is equal to 

the absorption coefficient 𝛼 (Kirchoff’s law). 

The energy transmitted per unit of time, unit of surface and unit of solid angle in a given direction is called 

intensity (𝐼). The equation to describe the spatial and directional evolution of the intensity is the Radiative 

Transfer Equation (RTE), described in the next paragraph. 
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3.2.1 Radiative transfer equation (RTE) 

The Radiative Transfer Equation (RTE) describes the spatial and directional dependence for the intensity 𝐼. It 

is obtained from an energetic balance on a differential volume placed at position 𝒓 along direction 𝒔: 

𝑑𝐼(𝐫, 𝐬)

𝑑𝑠
= ∇𝐼 ⋅ 𝐬 = 𝜅(𝜉)𝐼𝑏(𝐫) − 𝜅(𝜉)𝐼(𝐫, 𝐬) − 𝜎𝑠(𝜉)𝐼(𝐫, 𝐬) +

𝜎𝑠(𝜉)

4𝜋
∫ 𝐼

4𝜋

(𝐫, 𝐬′)Ψ(𝐬, 𝐬′) 𝑑Ω (3- 1) 

where 𝐼𝑏  is the black body intensity, 𝜅 is the absorption coefficient, 𝜎𝑠  the dispersion coefficient, Ψ the phase 

function, which describes the ratio of energy redirected from direction 𝒔′ to 𝒔, 𝜉 represents the dependence 

of the coefficients on the thermochemical state of the fluid and Ω is the solid angle. Therefore, the equation 

states that the variation of intensity is caused by the emission of radiation, minus the absorbed and the out-

scattered (usually considered isotropic) intensities plus the in-scattered (which, in general, is considered 

anisotropic and corresponds to the integral term in the RTE equation) intensity. 

It is worth mentioning that the RTE shows, in general, a dependence on the wavenumber. However, such 

dependence has been deliberately omitted since sometimes a gray gas assumption is considered (assuming 

constant coefficients in the wavenumber direction). Therefore, depending on the hypothesis considered such 

dependence should be added. 

Sometimes a more convenient form for equation Fehler! Verweisquelle konnte nicht gefunden werden. is 

obtained if it is written using the dimensionless optical thickness defined as 

𝜏 = ∫ 𝛽𝑑𝑙
𝑙

0

 (3- 2) 

what leads to the following very compact form of the RTE equation: 

𝜕𝐼(𝐫𝟎 + 𝜏𝐬, 𝐬)

𝜕𝜏
+ 𝐼(𝐫𝟎 + 𝜏𝐬, 𝐬) = 𝑆𝜏(𝐫𝟎 + 𝜏𝐬) (3- 3) 

In previous equation the source term values 

𝑆𝜏(𝐫𝟎 + 𝜏𝐬) = (1 − 𝜔)𝐼𝑏(𝐫𝟎 + 𝜏𝐬) +
𝜔

4𝜋
∫ 𝐼

4𝜋

(𝐫𝟎 + 𝜏𝐬, 𝐬′)Ψ(𝐬, 𝐬′)𝑑Ω (3- 4) 

where 𝜔 is the albedo defined as the ratio between the dispersion and extinction coefficients. 

In order to solve the RTE a boundary condition has to be given. Depending on the case, different boundary 

conditions can be given but one of the most usual is considering that walls are opaque (no transmission) and 

diffusely emitting and reflecting. In that case the boundary condition takes the form 

𝐼(𝐫𝟎, 𝐬) =
𝜅(𝐫𝟎)𝜎𝐵

𝜋
𝑇4(𝐫𝟎) +

1 − 𝜅(𝐫𝟎)

𝜋
∫ 𝐼(𝐫𝟎, 𝐬′)𝐬′

𝐧⋅𝐬′>0

⋅ 𝐧 𝑑Ω (3- 5) 

It is important to note that in the case of combustion when no particles (e.g. soot, pulverized coal) are present, 

scattering is negligible compared to absorption. Therefore, as natural gas-hydrogen combustion produces 

almost no particles, the albedo is almost zero and the contribution for the scattering can be neglected which 

considerably simplifies the RTE due to the complexity involved in the evaluation of the solid angle integral:  

𝑑𝐼(𝐫, 𝐬)

𝑑𝑠
= 𝜅(𝜉)𝐼𝑏(𝐫) − 𝜅(𝜉)𝐼(𝐫, 𝐬) (3- 6) 

 

3.2.2 Connection between the RTE and the energy equation 

In order to couple thermal radiation with the rest of variables of the fluid the net flux of heat due to radiation 

has to be accounted for in the energy equation. Such flux has to be computed from the intensities. It can be 
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easily shown that from the knowledge of the intensity and taking its divergence with opposite sign the 

radiative source term can be computed. Defining the incident intensity as 

𝐺(𝐫) = ∫ 𝐼(𝐫, 𝐬)
4𝜋

 𝑑Ω (3- 7) 

it can be shown that the source term that appears in the enthalpy equation takes the form 

𝒬̇(𝐫) = −∇ ⋅ 𝐪𝐫(𝐫) = −4𝜅(𝐫)𝜎𝐵𝑇4(𝐫) + 𝜅𝐺(𝐫)   (3- 8) 

This term contributes to the enthalpy equation, which is given by 

𝜕(𝜌ℎ)

𝜕𝑡
+ ∇ ⋅ (𝜌𝐮ℎ) = −∇ ⋅ 𝐅𝐡 +

𝜕𝑝

𝜕𝑡
+ 𝐮 ⋅ ∇𝑝 + 𝜏: ∇𝐮 + 𝒬̇ (3- 9) 

where h is the specific enthalpy, 𝜌 is the density, 𝒖 the velocity, p the pressure, 𝜏 the shear stress tensor and 

𝐹ℎ  the enthalpy diffusive flux. 

3.3  Review of radiation heat transfer models 

When including radiation heat transfer in a CFD simulation, two main aspects must be considered. First, the 

method used to solve the RTE or account for its effects; second, the method used to compute the absorption 

coefficient (𝜅  of the gas mixture). These two aspects are the focus of this and the next section. First, the 

description of the models to solve the RTE is given. Due to the complexity of integrating the RTE there exists 

a wide range of models with different levels of accuracy and cost. 

3.3.1 Optical thin assumption model  

It is the simplest model and it assumes that the gas optical thickness is very small [44] [45] [46]. Therefore, 

only emission is considered and absorption and scattering are neglected. This leads to consider that the 

radiative source term takes the form: 

𝒬̇ = −∇ ⋅ 𝐪𝐫 = −4𝜎𝐵(𝜅𝑃𝑇4 − 𝜅𝑃,0𝑇0
4) (3- 10) 

where 𝜅𝑃  is the Planck’s absorption coefficient defined as: 

𝜅𝑃 =
1

𝐼𝑏(𝑇)
∫ 𝜅𝜆𝐼𝑏,𝜆(𝑇)𝑑𝜆

∞

0

=
𝜋

𝜎𝐵𝑇4
∫ 𝜅𝜆𝐼𝑏,𝜆(𝑇)𝑑𝜆

∞

0

 (3- 11) 

and 𝑇0  is taken as the mean or minimum wall temperature. The implementation of the OTA model is 

straightforward but the model, due to its simplicity, cannot properly gather the effects of radiation 

(directionality, absorption and dispersion). In particular, it leads to an underestimation of the temperatures 

of the fluid. 

3.3.2 Spherical harmonics method – P1 model 

This model is based on projecting the intensity field into the orthogonal basis defined by the spherical 

harmonics set of functions. Such decomposition is truncated and depending on the order of the last term 

different approximations can be obtained. The most usual approach is simply to retain the average and first 

spherical harmonics which leads to write 𝐼(𝑟, 𝑠) =
1

4𝜋
(𝐺(𝑟) + 3𝑞𝑟(𝑟) · 𝑠) , approximation that is called P1. 

After mathematical manipulation one arrives to an elliptic PDE (partial differential equation) for the incident 

intensity [51] [52]: 

∇ ⋅ (
1

3𝛽
∇𝐺) − 𝜅𝐺 = −4𝜅𝜎𝐵𝑇4 (3- 12) 
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It is usually solved imposing Marshak’s boundary condition (Robin boundary condition type): 

2(2 − 𝜅)

3𝛽
∇𝐺 ⋅ 𝐧 + 𝜅𝐺 = 4𝜅𝜎𝐵𝑇𝑤

4 (3- 13) 

The P1-approximation introduces a huge reduction in the computational cost and can partially capture the 

effects of radiation. Its suitability strongly depends on the problem and it can be said that, in general, it can 

provide good results in optically thick media when there are not important emission sources at the walls. In 

other cases, its accuracy can be compromised. 

Furthermore, a higher accuracy is obtained when the spherical harmonics series is truncated after three 

terms, ending with sixteen partial differential equations than can be reduced to six [53]. However, the 

increase in accuracy over the P1 approximation hardly compensates additional complexity and computational 

cost. 

3.3.3 Discrete ordinate model 

The Discrete Ordinates Method (DOM) is a model that can provide a very good accuracy at a reasonable cost 

compared to the Monte Carlo method (MC, which is usually taken as the reference). Compared to the P1-

approximation the DOM is considerably more expensive but it can provide a remarkably higher level of 

description. 

In its standard description, the DOM discretizes the RTE in space according to the Finite Volume 

Method (FVM) [54]. The method discretizes all the possible directions into a given set of directions and 

evaluates the integrals in solid angle through numerical quadratures. The specific directions (𝑠𝑖) and weights 

(𝑤𝑖) are tabulated and are determined in order to fulfil some restrictions which consist of providing the exact 

integrals for different moments associated to the directions. Consequently, only a set of intensities 𝐼𝑖  , 

associated to such directions, are solved following the RTE, which once angular discretization has been 

considered takes the form: 

𝐬𝐢 ⋅ ∇𝐼𝑖(𝐫) = 𝜅(𝐫)𝐼𝑏(𝐫) − 𝛽(𝐫)𝐼𝑖(𝐫) +
𝜎𝑠(𝐫)

4𝜋
∑ 𝑤𝑗𝐼𝑗(𝐫)Ψ(𝐬𝐢, 𝐬𝐣)

𝑛

𝑗=1

  𝑖 = 1, … , 𝑛 (3- 14) 

The accuracy of the DOM depends on the special and angular discretization. The latter is given by the number 

of angular directions used to discretized each octant (Nϕx Nθ), which gives the number of additional transport 

equations that must be solved.  

Integration of equation Fehler! Verweisquelle konnte nicht gefunden werden. is usually done sweeping the 

domain according to the direction related to each of intensities. When FVM is applied in space, equation 

Fehler! Verweisquelle konnte nicht gefunden werden. is integrated for each cell volume providing a 

relationship between the intensities at the faces and the centre. Assuming a linear relationship between the 

values at the faces and the centre (given by the numerical scheme used) and substituting into equation Fehler! 

Verweisquelle konnte nicht gefunden werden. the values at the downstream faces and the centre can be found 

from the upstream faces (defined by the corresponding direction). This allows to sweep the domain for each 

of the directions starting from the knowledge of the intensities at the boundaries. In general, an iterative 

procedure is required until convergence is obtained for the intensities. 

Regarding the implementation it is worth mentioning that as the solution for the intensities are obtained by 

sweeping the domain this implies that there will be subdomains idle until the upstream subdomains have been 

swept. Important reductions in time can be achieved by solving all the directions simultaneously [55]. 

DOM is appropriate for optically thin cases but for high optically thickness it can show a very slow 

convergence. This can be palliated by explicitly considering the forward scattering (in-scattering in the 

direction associated to the intensity solved) as part of the transmitted intensity. 
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Finally, to say that due to the weak coupling between the radiation flux and the flow filed, the set of transport 

equations for radiation heat transfer do not need to be solve every flow iteration (or time step), which allows 

reducing the overall computational cost  [56]. 

The DOM shows very high potential due to its ability to solve the intensities accurately and, then, fully 

incorporating the effects of thermal radiation into simulations while needing a considerably less amount of 

computational resources compared to Monte Carlo method [57] [58] [59]. 

3.3.4 Photo Monte Carlo model 

The Monte Carlo model employs random ray tracing to simulate the path and interactions of individual 

photons within a computational domain [60]. It involves generating random numbers based on the radiation 

physics and energy conservations to determine the direction and location of photon emission, subsequent 

absorption, transmission, and reflection events in the gas and on the wall surfaces. Statistical sampling 

accumulates these interactions, enabling the estimation of radiative fluxes and heat transfer rates between 

surfaces and participating medium. This technique excels in handling complex geometries, non-uniform 

media, and spectrally dependent properties, making it a powerful tool for predicting radiative heat transfer in 

intricate systems. However, it is computationally expensive. The accuracy and computational cost of the MC 

model are given by the number of individual photons consider for the statistical sampling process. Inadequate 

photon count leads to statistical noise and compromises solution reliability. 

The Monte Carlo method is the most powerful tool available to solve the RTE. Nevertheless, its elevated 

computational cost restricts its practical use to serving as a reference for benchmarking purposes. 

3.3.5 Comparison of radiation heat transfer models in the literature 

In the literature, some studies have compared and evaluated methods for modelling radiation heat transfer 

in Computational Fluid Dynamics (CFD) in different scenarios, including the Monte Carlo method, Discrete 

Ordinates Method, Spherical Harmonics Method (P1 and P3), and the Optically thin assumption amount 

others. Notably, for steady-state, laminar, natural convection, and radiation in a two-dimensional square 

enclosure, DOM predictions closely match the MC reference solution, while the P1 approximation 

consistently yields subpar predictions [61-63]. The DOM demonstrates the best combination of computation 

cost and accuracy across many cases, with P1 performing poorly in most instances. Similarly, in scenarios 

involving combined conduction and radiation heat transfer, DOM outperforms P1, which consistently yields 

poor predictions in the whole range of optical thickness (s). P3 performs well for s = 5 and s = 10 but still 

deviates significantly from the reference solution for s = 0.1 and s = 1 [63]. 

In applications like laboratory-scale flames, the effect of radiation heat transfer is small, and the model does 

not play a significant role in the accurate prediction of the temperature of the flame. Consequently, the 

optically thin assumption and the P1 model yield similar results than the DOM [64, 65]. In the context of 

furnace with high optical thickness both the DOM and P1 have exhibited good agreement with the reference 

data, with DOM performing better near steep temperature gradient [66-68]. Similar conclusions were made 

in an LES of bluff-body stabilized flames, where P1 and DOM models show minor differences, with the DOM 

model aligning better with experimental data [69].   

In summary, these comparisons in the literature provide insights into the strengths and weaknesses of 

various radiation heat transfer models in CFD simulations, guiding their selection based on specific 

application requirements and optical conditions. The P1 model, known for its simplicity, often exhibits a 

propensity to overestimate radiation, particularly when confronted with directional radiation, low 

participating or optically thin medium, and in scenarios bounded by hot and cold walls. Although 

computationally more efficient, the P1 method is sometimes overshadowed by its inaccuracies, as evidenced 

in various benchmark cases [61, 70]. The Discrete Ordinates Method (DOM) is a preferred alternative, 

offering speed and accuracy balance, particularly in challenging cases, such as for gas radiation in complex 

geometries with steep temperature gradients [62, 70]. 

3.4  Evaluation of radiation heat transfer models for CH4-H2-Oxy combustion 

According to the literature, the DOM is an RHT model with high accuracy in a wide range of applications, 

showing good performance in conditions from low to high optical thickness. However, the DOM presents a 
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higher complexity and computational cost that represents a higher challenge for its implementation in the 

code for the high-fidelity large eddy simulations compared with other models. Therefore, the selection of the 

RHT models to be implemented in the LES code is guided by an evaluation of the performance of different 

RHT models under various gas conditions expected from natural gas–hydrogen blends in both air and oxy-

fuel combustion.   

The Monte Carlo (MC) model is used as a reference for the accuracy of the different RHT models, while the 

computational cost is judged based on a reference case without including radiation heat transfer (no Rad).  

The RHT models compared in the evaluation are, from low to high complexity, the optical thin assumption 

model (OTA), the first-approximation of the spherical harmonics method (P1), and the discrete ordinate 

model (DOM), the latter with two solid angle discretization, 2x2 and 4x4.  

3.4.1 Numerical setup 

The evaluation of the different RHT models is done by comparing their performance in a RANS simulation of 

a reference high-temperature combustion system available in the IOB laboratory at RWTH Aachen 

University. The reference combustion system is presented in Figure 3- 1; it consists of a prototype high-

velocity burner mounted inside a vertical lab-scale furnace with a cylindrical combustion chamber. A heating 

process is modelled with the thermal load produced by eight cooling tubes. The cooling tubes have a single-

end design with air flowing through the central cavity from top to bottom and then through the annular cavity 

from bottom to top. Four of the eight cooling tubes are activated, while the others are deactivated. The latter 

increases the challenge for RHT models due to having surfaces with various temperatures and heat fluxes 

and a low optical thickness. The optical thickness according to [71]  equation is 𝑠 = 3.6
𝑉

𝐴
= 0.3. 

 

Figure 3- 1 Schematic of the reference high-temperature combustion system. 

The geometry of the burner in the combustion system is removed for current simulations, keeping only the 

nozzle for the injection of hot flue gases into the combustion chamber. This is done to focus on the effect of 

the RHT model and get rid of the uncertainties in the CH4-H2 combustion modelling. A view of the 

computational domain used in the simulations is shown in Figure 3- 2. Both the fluid region and the solid 

regions corresponding to the wall insulation and the tubes for the cooling air are included in the simulation. 

The computational domain is discretized with a structured hexahedral mesh of 1.11 M cells. 
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Fuel
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Figure 3- 2 Computational domain for the RANS simulations. 

The simulations are done with the double-precision solver based on the pressure of the commercial software 

ANSYS®-Fluent® version 2023R1. The gases were modelled as a steady-state incompressible Newtonian 

fluid, and the Reynolds Averaged Navier-Stokes (RANS) equations described the fluid dynamics. The 

Reynolds stress tensor in the momentum equations is calculated using the Realizable k-ε model [72] with the 

Enhanced Wall Treatment method and considering thermal effects [73] . Pressure-velocity coupling and 

pressure interpolation are managed with the Couple and PRESTO! [73] are used, respectively. The Second-

Order Upwind spatial discretization scheme is used for all the transport equations. Since no combustion is 

considered, only four species are transported in the simulations: CO2, H2O, O2, and N2. The energy transport 

equation is solved in both the fluid and solid regions. The radiation heat flux computed by the various RHT 

models acts as a source term in the energy transport equation for the fluid region inside the combustion 

chamber. The gas absorption coefficient was calculated as a function of the local temperature and species 

composition using the weighted-sum-of-gray-gases model (WSGGM) proposed by [74]. 

Six conditions are considered for the evaluation of the RHT models, each corresponding to a combination of 

hydrogen enrichment in the fuel mixture and oxygen in the oxidant. The conditions are summarized in Table 

3- 1. Three fuel mixtures with a hydrogen content of 0, 80, and 100% by volume are considered in 

combination with air and 100% oxygen as oxidants. The composition and temperature of the flue gas used as 

inlet gas for the simulation considers complete combustion and adiabatic flame temperature.  A constant air 

fuel ratio (one over the equivalence ratio) of 1.15 is taken as a reference.  

Table 3- 1 Temperature and mole fraction composition of the flue gas for the CH4-H2-Oxy mixtures 
considered. 

Case Name H2-Fuel O2-Oxi T [K] CO2 H2O O2 N2 

0H21O 0.0 0.21 2100.6 0.084 0.167 0.025 0.724 

80H21O 0.8 0.21 2187.7 0.040 0.241 0.024 0.695 

100H21O 1.0 0.21 2266.1 0.000 0.309 0.023 0.668 

0H100O 0.0 1.0 3030.6 0.303 0.606 0.091 0.000 

80H100O 0.8 1.0 3047.4 0.132 0.789 0.079 0.000 

100H100O 1.0 1.0 3063.2 0.000 0.930 0.070 0.000 

The mass flow rate of the cooling air is 0.013 kg/s for each of the four active tubes. Heat loss through the wall 

by radiation and convection is computed assuming a natural convection coefficient of 5 W/m2K and an 

0
.9

4
 m

xx

Offgas

In
le

t 
ga

s

Cooling air

Temperature CO2 mole fraction



D1.3 - Report on kinetic mechanisms and radiation modelling 

27  

external emissivity of 0.7. The internal emissivity for the insulation and the surfaces of the cooling pipes 

equals 0.7. 

3.4.2 Results 

Radiation heat transfer affects the temperature distribution and the heat flux inside the furnaces. Figure 3- 

3 shows the gas temperature along the centre axis of the furnaces for the different RHT models and the 

conditions considered. The case without considering RHT is also included as a reference. In the latter case, 

the temperature drops from the flame temperature as the inlet gases mix with the recirculating gases that 

have a lower temperature after transferring heat to the walls by convection. In the cases considering RHT, 

the temperature drop is more pronounced since the gases transfer heat by radiation to the walls as they are 

injected into the furnace. The DOM is a perfect match with the MC for both cases with a 2x2 and 4x4 angular 

discretization. The P1 model tends to overpredict the temperature-drop but is still in good agreement with 

the DOM and MC. On the other hand, the simple OTA model underpredicts the temperature-drop which 

results in a temperature profile closer to the case with no RHT, especially when air is used as oxidant. This is 

explained by the direct dependents of the source term in the OTA model on the average wall temperature. 

The average wall temperature in the combustion chamber is over 1100 K, resulting in a low radiation heat 

flux computed by the OTA model. 

 

Figure 3- 3 Gas temperature profile along the centre axis of the furnace. 

The temperature distribution along the heating tubes is used to evaluate the effect of the RHT model on the 

heating process. Figure 3- 4 shows the profile of mean temperature along the outer surface of one of the 

actives cooling tubes. The position is defined with the gas inlet as reference, therefore, the profile goes from 

bottom to the upper side of the tube. A temperature contour cooling tube is also depicted in Figure 3- 4 for 

100H21O. Following the case without RHT as a reference, the temperature distribution presents a steep 

gradient in the direction of the cooling air flow though the annular gap from bottom to top. When RHT is 

considered, the temperature along the cooling tubes becomes more homogenous. The DOM agree with the 

MC while the P1 constantly underpredicts the temperature along the tube for all conditions. The model based 

on the OTA predicts a temperature distribution far from the reference MC and has a minor effect on the 

temperature homogeneity. The latter is because the heat radiated by the gases is evenly distributed along all 

wall surfaces since no transport equation is solve in the OTA, hence, there is not information about the local 

wall temperature. However, this does not happen with the other models where more heat is transfer to the 

region with lower temperature.    
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Figure 3- 4 Wall temperature profile along the active cooling tube. 

 

Figure 3- 5 Wall temperature contour cooling tube back face for 100H21O. 

The temperature distribution affects the heat transfer by both convection and radiation. The profile of total 

heat flux along the cooling tube is presented in Figure 3- 6. The P1 model overpredicts the heat flux while the 

OTA model underpredicts it. The P1 model tends to overpredict radiative fluxes from localized heat sources 

or sinks [51, 75, 76] as is the case for the cooling tubes. Additionally, this model loses accuracy for small optical 

thicknesses as in the current test case. The OTA model, on the other hand, underpredicts the heat flux 

because it only considers heat transfer by radiation from the gases and not from the walls. Radiation heat 

transfer from the chamber walls to the heating process is a crucial mechanism of heat transfer in the furnace 

since the surface area of the chamber wall is predominant. The agreement between the DOM and MC is 

excellent for both 2x2 and 4x4 angular discretization, demonstrating its ability to describe radiation heat 

transfer in complex applications with high accuracy. 
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Figure 3- 6 Total heat flux profile along the active cooling tube. 

The computational cost of the various RHT models are compared based on the computational cost of the case 

without considering RHT. Figure 3- 7 shows the Average Time per Iteration (ATI) when running the 

simulation on ten computer cores. The ATI for the case without RHT corresponds to the computational cost 

of solving the transport equations for mass, momentum, enthalpy, and species mass fraction. The OTA and 

P1 models increase the ATI around 10%. The higher increase in the case of the OTA model may be reduced 

by optimizing the computation of the average wall temperature and the total gas radiation. The ATI with the 

MC is over 20 times larger than without RHT even when the MC solver is called every 20 iterations, i.e. the 

coupling between radiation and flow is every 20 iterations. The computational cost of the DOM depends on 

the angular discretization and the frequency of the radiation and flow coupling. When the RHT is solved every 

iteration, the ATI is 2.4 and 5 times larger than without RHT for the angular discretization of 2x2 and 4x4, 

respectively. However, the RHT does not need to be solved every iteration and the computational cost is 

reduced by increasing the frequency of the radiation and flow coupling. For example, the ATI with the DOM 

2x2 is 31% larger than without RHT even the coupling is every 10 iterations.  

 

Figure 3- 7 Computational cost performance on ten compute cores. 

3.4.3 Conclusion 

In conclusion, the evaluation of Radiation Heat Transfer (RHT) models, particularly the P1 and Discrete 

Ordinate Model (DOM), within the context of Large Eddy Simulations (LES) and Reynolds-averaged Navier-

Stokes (RANS) simulations for natural gas-hydrogen (NG-H2) combustion reveals valuable insights. Both 

models exhibit their strengths and limitations in capturing radiative effects accurately. The P1 model, despite 
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its simplicity, can sometimes overpredict heat fluxes and temperature drops, potentially due to localized heat 

source or sink effects and limitations at low optical thicknesses. On the other hand, the DOM demonstrates 

high accuracy across a wide range of conditions, showing excellent agreement with the Monte Carlo (MC) 

reference model. While the DOM does introduce higher computational complexity and cost, its performance 

remains robust and efficient, especially when radiation and flow coupling is optimized. Ultimately, for LES and 

RANS simulations of NG-H2 combustion, the DOM emerges as a preferable choice due to its balance of 

accuracy and computational efficiency, making it well-suited for accurate predictions of radiation heat 

transfer in high-temperature processes involving complex geometries and non-uniform media. Nevertheless, 

it may be worth implementing the P1 in the LES as an alternative for preliminary calculations due to its low 

complexity and reasonable accuracy at high optical thicknesses. 

3.5  Review of gas radiation models 

Gas radiation models differ in their treatment of the spectral dependency of radiative properties. The most 

accurate treatment of radiation requires to solve the RTE at each wavelength. This is referred to as the Line-

by-Line (LBL) approach. Latest spectroscopic databases list more than 108 spectral lines for H2O only [77], 

introducing the same number of transfer equations to be solved. This approach is widely considered far from 

suitable to employ in engineering applications. Consequently, various models have been proposed, aiming on 

a computationally cheaper representation of the spectral behaviour [78]. The variety of models ranges from 

the most detailed LBL models to the simplest assumption of a single gray gas with properties independent of 

wavelength.  

Spectral models reflect the spectral behaviour of radiation, as they use spectral absorption coefficients 

representing certain wavelength intervals. They are classified into narrow-, and wide-band models, 

depending on the bandwidth. Band models can be in good agreement with the LBL method at only a fraction 

of the computational cost. Band models are predestined for cases, where the spectral behaviour of radiation 

is of interest [78]. Drawbacks of these models are a relatively high complexity when implementing in RTE 

solvers and a substantial increase of computational cost when applied to combustion CFD simulations, 

especially for more than one participating species. A computationally cheaper option is provided by global 

models, where spectral integration is performed before solving the RTE [79]. 

3.5.1 The Weighted-Sum-of-Gray-Gases Model 

The first model following this approach was the weighted-sum-of-gray-gases model (WSGGM) introduced 

by Hotte and Sarofin [80]. The method consists of substituting the non-gray gas by a set of gray gases for 

which the heat transfer rates are computed independently. Then the total heat flux is computed through a 

weighted average of the heat fluxes for each of the gray gases. 

Defining the absorptivity as 

𝛼(𝑇, 𝑠) = 1 − 𝑒𝜅𝑠 (3- 15) 

where 𝑠 is the path length and 𝑇 the temperature, the model assumes that for a mixture of 𝑁 gray gases the 

total absorptivity can be written as a sum where each term represents the contribution of each of the gray 

gases 

𝛼(𝑇, 𝑠) = ∑ 𝑎𝑘(𝑇)(1 − 𝑒𝜅𝑘𝑠)

𝐾

𝑘=0

 (3- 16) 

where 𝑎𝑘  are tabulated coefficients that fulfill: 

∑ 𝑎𝑘(𝑇)

𝐾

𝑘=0

= 1 (3-17) 

It can be shown that for a non-scattering media the gray gases fulfil the equation: 
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𝑑𝐼𝑖

𝑑𝑠
= 𝜅𝑖(𝑎𝑖𝐼𝑏– 𝐼𝑖)    with    𝐼𝑖(0) = [𝑎𝑖𝐼𝑏](𝑇𝑤) (3-18) 

being 𝑇𝑤   the wall temperature. The integrated intensity (in wavenumber) for the non-gray gas is 

approximated as the sum of the intensities solved according to equation (3-18) for each of the gray gases. The 

coefficients  𝑎𝑘   need to be tabulated and they can be obtained from correlations or a minimum square 

adjustment. A further reduction of computational cost is obtained by a gray implementation, as it is done in 

many engineering applications and also found in commercial CFD software as Ansys Fluent [73]. Rather than 

solving 𝑁 RTEs, the gas is represented by a single gray gas, such that a single RTE needs to be solved. The gray 

gas absorption coefficient is obtained from the relation: 

𝜅 =–
1

𝐿
𝑙𝑛(1– 𝜀) (3-19) 

with emissivity 𝜀 calculated from the weighted sum of gray gases according to equation Fehler! Verweisquelle 

konnte nicht gefunden werden..  

3.5.2 Spectral-Line-Based WSGGM (SLW)  

In the SLW model the range of values for the absorption coefficient is partitioned into a set of intervals. New 

intensities associated to each of such intervals are defined: the RTE for all the wavenumbers whose 

absorption coefficient is comprised between the limits of one of the previous intervals are added (considering 

the width in wavenumber). In this way new RTE for intensities related to each of the intervals of the partition 

are obtained. A geometrical mean 𝑘𝑖̃ based on the limits of each interval is associated as the representative 

absorption coefficient for the interval. The RTE equations for these intensities have the form:  

𝑑𝐼𝑖

𝑑𝑠
= 𝑘𝑖̃(𝑇)(𝑎𝑖(𝑇)𝐼𝑏(𝑇) − 𝐼𝑖)  𝑖 = 1, … , 𝑁 (3- 20) 

where the coefficients 𝑎𝑖̅ are tabulated and can be obtained from the knowledge of the black body spectral 

intensity and the spectral distribution of the absorption coefficient: 

𝑎𝑖 =
1

𝐼𝑏

∫ ∫ 𝐼𝑏𝜂(𝑇)𝛿(𝑘 − 𝜅𝜂)
∞

0

𝑘𝑖+1

𝑘𝑖

 𝑑𝜂 (3- 21) 

As observed from eq. 3-21 the model is formally identical to the WSGG. Adding the different intensities 𝐼𝑖 , 

the total intensity for the non-gray gas is obtained. As said, the coefficients 𝑎𝑖̅  need to be tabulated and they 

can be obtained from correlations or from integration of the absorption coefficient from detailed databases. 

The model was initially developed for non-scattering media surrounded by black walls, but it can be extended 

to more realistic conditions. 

3.5.3 WSGGM for H2O–CO2–mixtures 

Numerous model formulations and coefficients have been proposed and tabulated, to improve on the 

accuracy or extent the models’ applicability to different scenarios. For applications in gaseous combustion of 

carbon-based fuels, H2O, and CO2 are the essential species determining the radiative participation of the off 

gas. Consequently, numerous models and coefficients have been proposed and tabulated to describe 

mixtures of these species. The mixture composition is expressed by the molar ratio of H2O and CO2 

𝑀𝑟 =
𝑋H2O

𝑋CO2

 (3-22) 

and is incorporated into the modelling either by providing different sets of coefficients holding at certain 

intervals of molar ratios or proposing continuous mathematical formulations depending on the molar ratio 

𝑀𝑟. 

In literature, a good trade-off between computational cost and accuracy for the prediction of overall radiative 

heat transfer in the context of combustion is reported [81]. Furthermore, the model can be combined with 

arbitrary RTE solution methods [60]. This efficiency and flexibility make the WSGGM the most popular model 

to treat non-gray combustion media [79]. With regard to the project goal of establishing technology in the 
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industry, the convenient use due to the implementation in commercial CFD software shall be mentioned as 

well. For these reasons, the WSGGM is chosen for emissivity modelling in CFD simulations of the HyInHeat 

project. In the following, different WSGGM formulations from literature are compared regarding their ability 

to cover the combustion scenarios that are expected in the project. 

The conditions at which the emissivity models are valid are defined by temperature, pressure path length, and 

gas composition in terms of radiating species. Hence, it is appropriate to define the conditions of the gas to 

be modelled in the first step, to identify potential models. 

Flue gas temperature is assumed to be bounded within standard temperature 𝑇 = 298.15 𝐾 at the lower end 

and the adiabatic flame temperature at the upper end. The adiabatic flame temperature is calculated from the 

aforementioned equilibrium considerations. For a stoichiometric mixture of pure H2 and O2 at standard 

temperature and atmospheric pressure, a maximum equilibrium temperature of 𝑇eq = 3076.9 𝐾 is obtained. 

The number of molecules passed by a beam of radiation is proportional to pressure and path length. Hence, 

the quantities are combined to the pressure path length by multiplication. As the demonstrators of HyInHeat 

typically are operated with a minor pressure excess above ambient pressure, the furnace dimension is the 

decisive factor. Pressure path length is expected to be well below the bound of 𝑝 ∗ 𝑠 ≤ 50 bar m. 

 

Figure 3- 8 Molar fractions of O2 in oxidizer and H2 in fuel (left) and molar ratios of H2O and CO2 in flue gas 
(right). 

The most abundant flue gas species are N2, H2O, and CO2, of which only the latter two are considered to take 

part in radiation. Flue gas compositions are derived from equilibrium calculations at various temperatures, 

from standard temperature to adiabatic flame temperature. Calculations are done for fuel-oxidant mixtures 

with oxygen contents of 21% (air), 40%, 60%, 80%, and 100% in the oxidizer and methane/hydrogen fuel 

blends from 0% to 100% hydrogen enrichment, as shown at the left of Figure 3- 8. The spacing of hydrogen 

enrichment is chosen in even steps of contribution to the heat of reaction. Resulting flue gas contents of H2O 

and CO2 are shown at the right of Figure 3- 8. The molar ratio, which is used for description of composition 

in WSGGM, is determined by the combustion stoichiometry. Under stoichiometric conditions of methane 

combustion, each molecule of methane consumes two molecules of oxygen, producing one molecule of 

carbon-dioxide and two molecules of water. The molar ratio of the resulting flue gas equals two. Hydrogen 

enrichment of the fuel alters the reaction, such that the content of CO2 in the flue gas decreases and the 

content of H2O increases. In the case of pure hydrogen combustion, carbon dioxide emissions vanish, and the 

molar ratio tends towards infinity. Oxygen enrichment and equivalence ratio do not have a direct impact on 

the molar ratio since they only affect the dilution of the flue gas. Flue gas compositions at different oxygen 

enrichments are located along a line of constant molar. Slight deviations from these lines are observed at very 

high temperatures, under which the composition is altered by dissociation into further species as H2 and CO. 
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Table 3- 2 Overview of WSGGM for H2O-CO2-mixtures. 

Authors 𝑛gray 𝑇 [K] 𝑀𝑟 𝑝 ∗ 𝑙 [bar cm] Reference 

Bahador and Sunden [82] 3 500-2500 1-2, Δ 0.1-1000 LBL 

Krishnamoorthy [83] 5 1000-2000, Δ 0.5-3, Δ - Empirical Corr. 

Yin et al. [84] 4 500-3000 0.125-4, Δ 0.1-6000 EWBM 

Johansson et al [85] 4 500-2500 0.125-2 0.1-6000 SNBM 

Rehfeldt et al. [86] 4 600-2400 0.056-
2.167 

0.5-5000, Δ EWBM 

Kangwanpongpan et al.[87] 4 400-2500 0.125-2 0.1-6000 LBL 

Dorigon et al. [88] 4 400-2500 1-2, Δ 0.1-1000 LBL 

Krishnamoorthy [89] 4 - 0.11-2, Δ - SNB 

Bordbar et al [90] 4 300-2400 0.01-4 1-6000 LBL 

Cassol et al. [91] 4 400-2500 0-∞ 0.1-1000 LBL 

Guo et al.[92] 4 600-2500 0.05-2, Δ 0.1-1000 LBL 

Coelho and França [93] 4 400-2500 2 1-12000 LBL 

Wang and Xuan [94] - 500-2500 1 0.01-1000 LBL 

Bordbar et al.[74] 4 300-2400 0-∞ 1-6000 LBL 

Wu et al. [95] 4 400-3000 0.01-4 1-6000 LBL 

Xu et al.[96] 5 400-2500 3-∞, Δ 1-90000 LBL 

 

In Table 3- 2, an overview of WSGGM for H2O–CO2–mixtures is given by tabulating the number of gray gases 

𝑛gray , valid ranges of temperature 𝑇 , molar ratio 𝑀𝑟  and pressure path length 𝑝 ∗ 𝑙  and the underlying 

reference models. Authors who published their complete model formulations and coefficients are printed in 

bold. The letter Δ after a range of values indicates a discrete, rather than continuous model formulation in the 

respective variable space. While early models used a variety of reference models for calibration, as empirical 

correlations, Exponential Wide Band Models (EWBM), and Spectral Narrow Band Models (SNBM), latest 

publications rely on the highly resolved spectroscopic databases and build the models on LBL calculations. 

Despite a few exceptions, the WSGGM employ four gray gases and hold in a temperature range of 500 K <

𝑇 < 2500 K. All published models are valid for pressure path length up to 10 bar ⋅ m at least. 

 

Figure 3- 9 Molar ratio ranges of WSGGM. 
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The greatest limitation is introduced by the range of molar ratios, which is emphasized in Figure 3- 9. The first 

horizontal bar indicates the region of molar ratios 2 < 𝑀𝑟 < ∞, that need to be covered by a model describing 

the off gases in all previously described combustion scenarios. Most models do not account for molar ratios 

higher than four, let alone infinity, which corresponds to H2O without CO2. This is attributed to the fact, that 

efforts have been made on model development for oxyfuel combustion of fossil fuels in the recent past, but 

not that much on hydrogen fuel. Due to varying fuel and oxidizer enrichments by hydrogen and oxygen, a 

continuous model formulation is to be preferred over a discrete formulation. The models of Cassol and 

Bordbar (see Figure 3- 10) fulfil these requirements, while the remaining lack at least one of the desired 

properties.  

The model by Cassol follows a so-called double integration approach. Two sets of gray gas coefficients are 

calibrated on the pure species, which are combined in the exponential expression as in equation Fehler! 

Verweisquelle konnte nicht gefunden werden.. According to the species abundance, weights and absorption 

coefficients are cross-wise multiplied and summed. Such that the effective number of gray gases is increased 

to a number of 24, when choosing four gray gases per species, increasing the computational cost of the model. 

The model proposed by Bordbar incorporates the molar ratio as a parameter. Model coefficients are fitted 

for several constant molar ratios and are expressed as molar ratio polynomials in a second step of fitting. The 

problem of the molar ratio approaching infinity for vanishing contents of CO2 is avoided by an interpolation 

procedure to recover coefficients for pure H2O. Interpolation is applied for 𝑀𝑟 > 4. 

 

Figure 3- 10 Grey emissivity for air combustion (left) and oxyfuel combustion (right) at varying fuel 
hydrogen enrichment predicted by WSGGM and LBL calculations. 

3.6 WSGGM calibration for CH4-H2-Oxy combustion 

Since none of the presented models covers the desired range of off-gas conditions, a new model is calibrated 

to fit the requirements. Tabulated LBL calculations serve as the reference model.  

3.6.1 Line-by-line reference 

Emissivity is obtained from the LBL calculations tabulated by Alberti [97] considering their latest truncation 

criterion for the line profiles [98, 99]. Lines are represented by a Lorentz line shape with a resolution of 𝛥𝜈 =

0.01 𝑐𝑚–1 in a spectral range from 𝜂𝑚𝑖𝑛 = 0 𝑐𝑚–1 to 𝜂𝑚𝑎𝑥 = 25.000 𝑐𝑚–1.  
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Figure 3- 11 Emissivity spectrum of H2O-CO2-mixture at 𝑇 = 1770 𝐾, 𝑝 = 1.0 bar, 𝑋H2O = 43%, 𝑋CO2 =
17%, 𝑋N2 = 40%, and 𝑠 = 1 m. 

A detailed spectrum of an H2O–CO2 mixture is shown in Figure 3- 11. The contributions of H2O and CO2 are 

indicated by the coloured regions, the mixtures’ spectral emissivity is given by the solid line. The dashed line 

represents the profile of a black body. The spectral emissivity is condensed into a single gray value by spectral 

integration of the mixture emissivity and relation to the black body emissivity: 

𝜀𝑔𝑟𝑎𝑦 =
∫ [1– exp(– 𝜅𝜈̃𝑠)]𝐼b,𝜈̃

∞

0
d𝜈

∫ 𝐼b,𝜈̃
∞

0
d𝜈

 (3-23) 

Emissivity is tabulated for arbitrary H2O-CO2-CO-N mixtures at temperatures of 300 K < 𝑇 < 3000 K and 

pressure path length of 0.005 bar ⋅ cm <  𝑝 ⋅ 𝑠 < 6000 bar ⋅ cm. The tabulated LBL emissivity is evaluated at 

the conditions given in Table 3- 3: 

Table 3- 3 Conditions for WSGGM reference data. 

Value Min. Max. Number of points Spacing 

𝑇 in K 500 𝑇ad 26 Linear 

𝑝 in 𝑏𝑎𝑟 1.01325 1.01325 1 - 

𝑝 ⋅ 𝑠 in bar ⋅ 𝑐𝑚 1 6000 20 Different 
𝑋O2,oxi 0.21 1 9 Linear 

𝑋H2,fuel 0 1 13 Linear in power contribution 

 

The temperature is bounded by the adiabatic flame temperature for each combination of fuel and oxidizer. 

Evaluated pressure path length in bar ⋅ cm are 1, 5, 10, 20, 30, 40, 50, 75, 100, 150, 200, 300, 500, 1000, 

1500, 2000, 3000, 4000, 5000, 6000. A total of 55.700 emissivities are evaluated and used as reference data 

for the WSGGM calibration.  

3.6.2 WSGGM calibration 

The model calibration follows closely the procedure outlined by Bordbar [90]. In agreement with recent 

literature models, 4 gray gases and a transparent gas are chosen to assure a reasonable trade-off between 

accuracy and computational cost. In contrast to the conventional WSGGM expression for overall emissivity, 

a dependency on the molar ratio is introduced to the gray gas weights 𝑎𝑖  and absorption coefficients 𝜅𝑖: 

𝜀 = ∑ 𝑎𝑖(𝑇, 𝑀𝑟)[1– 𝑒–𝜅𝑖(𝑀𝑟)𝑝𝑠]

𝐼

𝑖=0

 (3-24) 

with the usual restrictions for weights being positive and summing up to unity: 
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𝑎0 = 1– ∑ 𝑎𝑖

4

𝑖=1

, 𝑎𝑖 > 0. (3-25) 

Weights are expressed as 4th order temperature polynomials. Temperature is related to a reference 

temperature of 𝑇𝑟𝑒𝑓 = 1200 𝐾, as it is reported to simplify the optimization procedure and increase the model 

accuracy [84]: 

𝑎𝑖 = ∑ 𝑏𝑖,𝑗(𝑀𝑟) (
𝑇

𝑇𝑟𝑒𝑓

)

𝑗4

𝑗=0

 (3-26) 

In the first step, the temperature polynomial coefficients 𝑏𝑖,𝑗   and the gray gas absorption coefficients are 

obtained. Equation Fehler! Verweisquelle konnte nicht gefunden werden. is inserted into equation Fehler! 

Verweisquelle konnte nicht gefunden werden. and the Levenberg-Marquardt method is used, to minimize the 

Relative Root Mean Squared Error (RMSE) between WSGGM and LBL emissivities. The fitting is performed 

separately for each constant molar ratio. In this way the molar ratio dependency is evaded in the first step. 

Each temperature polynomial coefficient and absorption coefficient is in turn expressed as a 4th order 

polynomial depending on the molar ratio, to account for the mixture composition. At this point, the procedure 

is altered, compared to Bordbar. As the molar ratio is striving towards infinity for pure hydrogen combustion, 

the polynomial formulation is not bounded and hence, not suitable to cover this condition. For this reason, 

the inverse of the molar ratio is chosen, to build the polynomial on: 

𝑏𝑖,𝑗 = ∑ 𝐶𝑖,𝑗,𝑘 𝑀𝑟−𝑘

4

𝑘=0

 (3-27) 

𝜅𝑖 = ∑ 𝑑𝑖,𝑘  𝑀𝑟−𝑘

4

𝑘=0

 (3-28) 

The molar ratio coefficients 𝐶𝑖,𝑗,𝑘  and 𝑑𝑖,𝑘  are then fitted to recover a continuous formulation for the molar 

ratio dependency. The fitting of the temperature polynomial coefficients for different molar ratios is shown 

in Figure 3- 12.  

 

Figure 3- 12 Fitting of WSGGM temperature coefficients on molar ratio. 

Fitting of temperature polynomial coefficients on molar ratio is visualized in Figure 3- 12 and fitting of grey 

gas absorption coefficients on molar ratio is given in Figure 3- 13. It is concluded that 4th order polynomials 

yield sufficient accuracy in both cases.  
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Figure 3- 13 Fitting on WSGGM grey gas absorption coefficients on molar ratio. 

3.6.3 Model evaluation: WSGGM vs Line-by-Line 

To provide a comprehensive overview of the model’s performance, emissivity is evaluated at all data points 

of the reference data in Figure 3- 14. Each data point is indicating the emissivity from LBL and the 

corresponding prediction of the WSGGM. The solid line represents an error of zero, meaning the reference 

and modelled value coincide. The dashed lines indicate the 10% error corridor. 

 

Figure 3- 14 Absorptivity predictions of WSGGM and errors in respect to LBL calculations at optical path 
length 𝑠 = 100 𝑐𝑚. 

Errors of the bordbar2020 model are attributed to the advancement in LBL procedure as well as the 

limitation in temperature of 𝑇 ≤ 2400 K. Both models suffer errors from the gray gas assumption and the 

fitting of temperature and molar ratio dependency. A further effect, which is not considered in the model 

formulations is the self-broadening, which is most significant in the case of H2O. Higher contents of H2O 

introduce a broadening of absorption lines in respect to wavenumber, increasing the gray emissivity due to 

the wider spectral distribution. 
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Table 3- 4 RMSE of adjustments to the WSGGM formulation. 

Model Version Adjustment RMSE 

V01 Reference version 2.81% 

V02 Increased number of gray gases to 𝑛gray = 5 2.96% 

V03 Increased 𝑀𝑟-polynomial order to 5 for temperature coefficients 𝑏𝑖,𝑗  2.57% 

V04 Replacement of 
𝑇

𝑇𝑟𝑒𝑓
 by 𝑙𝑛 (

𝑇

𝑇𝑟𝑒𝑓
) for temperature polynomial 2.56% 

V05 Combination of V03 and V04 2.47% 

 

Adjustments can be made in the model formulation, to improve the gray emissivity prediction. Options that 

where investigated are listed in Table 3- 4, where adjustments are listed in relation to the version V01 

reference model, which is explained in the previous paragraphs and yields an RMSE of 2.81%. All adjustments 

add to the computational cost of the model. The most straightforward option is to increase the number of 

gray gases, which results in decreased errors introduced in the first step of fitting. The obtained coefficients, 

however, show a higher dependency on molar ratio and cause less accurate fitting in the second step. The 

overall RMSE is increased to 2.96%. The modification made in the V03 model is to increase the order of the 

molar ratio polynomial for the temperature coefficients 𝑏𝑖,𝑗  to 5. The more accurate fitting in the second step 

reduces the overall error to 2.57%. In model version V04, the temperature polynomial is formulated in terms 

of the temperature logarithm 𝑙𝑛 (
𝑇

𝑇𝑟𝑒𝑓
) rather than the normalized temperature. This adjustment is proposed 

in a recent WSGGM [96] and reduces the RMSE to 2.56% due to a more accurate representation of the 

temperature dependency. The combination of measures taken in V03 and V04 yields a RMSE of 2.47%. The 

choice for a model is up to the user’s requirements, at this point it is concluded that none of the modifications 

could justify the increased computational cost and it is suggested, to use the V01 model for emissivity 

modelling. Coefficients for the model implementation are given in Table 3- 5: 

Table 3- 5 WSGGM coefficients for fitted model. 

Coeffcient 𝑖 𝑗 𝑘 = 0 𝑘 = 1 𝑘 = 2 𝑘 = 3 𝑘 = 4 

c 1 0 0.462462539 0.239608042 -3.87062089 20.7698399 -30.9364994 

c 1 1 -0.747330279 -3.01798267 33.5786764 -140.565798 186.300201 

c 1 2 0.874971836 6.36096278 -68.8045312 273.161045 -347.111436 

c 1 3 -0.326025047 -4.71376726 52.1070619 -203.874920 254.343771 

c 1 4 0.0341765298 1.18487404 -13.3482509 51.9317373 -64.1345762 

d 1 - 0.0799741345 0.0801030535 -0.361871790 0.907046828 -1.00043391 

c 2 0 0.0671488797 1.32380214 -12.6021052 38.1845194 -37.1182797 

c 2 1 0.370035180 -2.69994719 38.0176260 -122.204738 120.859999 

c 2 2 -0.0741150990 1.54266487 -34.9726013 119.832990 -122.347304 

c 2 3 -0.0573874161 -0.463636713 13.9228387 -49.6790492 51.9787396 

c 2 4 0.0150406122 0.06.6120962 -2.03411092 7.37805413 -7.79730590 

d 2 - 0.857145026 1.61686597 -6.54195127 15.9644648 -14.9219689 

c 3 0 -0.0200542466 0.0301294448 8.68194215 -32.6731362 35.2777248 

c 3 1 1.05143515 -66.8515134 -28.1386880 109.997667 -121.438489 

c 3 2 -1.19715057 0.690656348 30.3172825 -125.028823 144.234222 

c 3 3 0.468259661 -0.006292075 -15.5368429 65.1433655 -77.3780809 

c 3 4 -0.0616016389 -0.084880996 3.17118523 -13.1479255 15.8197325 

d 3 - 6.12212566 23.4230269 -55.9879124 94.3384205 -96.4501154 

c 4 0 0.348123846 -31.0276428 -2.83341056 10.7913858 -11.8610877 

c 4 1 -0.681023728 1.37201443 4.35775124 -23.0857509 30.4035408 

c 4 2 0.501289972 -1.37348708 -3.82346943 24.7109566 -36.2372831 

c 4 3 -0.162484001 0.451759729 2.54278608 -14.8273178 21.7100867 

c 4 4 0.0193288746 -0.033447964 -0.697416785 3.51422192 -4.94210538 

d 4 - 66.7697055 47.0473372 828.163636 -2845.27072 2728.39276 
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